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Screening measures are used in psychology and medicine to identify respondents who are high or low on a
construct. Based on the screening, the evaluator assigns respondents to classes corresponding to different
courses of action: Make a diagnosis versus reject a diagnosis; provide services versus withhold services; or
conduct further assessment versus conclude the assessment process. When measures are used to classify
individuals, it is important that the decisions be consistent and equitable across groups. Ideally, if respondents
completed the screening measure repeatedly in quick succession, they would be consistently assigned into the
same class each time. In addition, the consistency of the classification should be unrelated to the respondents’
background characteristics, such as sex, race, or ethnicity (i.e., the measure is free of measurement bias).
Reporting estimates of classification consistency is a common practice in educational testing, but there has been
limited application of these estimates to screening in psychology and medicine. In this article, we present two
procedures based on item response theory that are used (a) to estimate the classification consistency of a
screening measure and (b) to evaluate how classification consistency is impacted by measurement bias across
respondent groups. We provide R functions to conduct the procedures, illustrate the procedures with real data,
and use Monte Carlo simulations to guide their appropriate use. Finally, we discuss how estimates of
classification consistency can help assessment specialists make more informed decisions on the use of a

screening measure with protected groups (e.g., groups defined by gender, race, or ethnicity).

Public Significance Statement

Ideally, measures used to classify individuals in psychology and medicine (e.g., as depressed vs. not
depressed) produce consistent decisions that do not depend on extraneous features of the individuals
(e.g., sex, race, or ethnicity). We provide methods to estimate how consistent the decisions based on a
measure are and study whether the consistency varies across groups (e.g., sex, race, or ethnicity).

Keywords: screening, decision consistency, item response theory, classification consistency,

measurement bias

Supplemental materials: https://doi.org/10.1037/pas0000938.supp

Screening measures (“screeners”) are used in psychology and
medicine to identify individuals who are high or low on the
measured construct or to supplement a clinician’s decision making.
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A respondent answers a series of items and an overall score is
estimated by aggregating the item responses. The estimated score is
compared to a cut point to determine a decision about an individual.
For example, the Center for Epidemiologic Studies Depression scale
(CES-D; Radloff, 1977) is used to screen for depression in the
general population, with a common cut point of >16 (Vilagut et al.,
2016). Individuals above the cut point might be given a full
diagnostic interview, whereas those below the cut point receive
no further assessment.

When screening measures are used to make decisions about
respondents, it is important that the procedure be accurate, consistent,
and unbiased. Accuracy is the extent to which the measure succeeds
in discriminating the respondents of interest (e.g., those high on
anxiety) from the rest of the respondents. Accuracy is measured
by indices such as the classification rate, sensitivity, and specificity
(Gonzalez & Pelham, 2021; Youngstrom, 2014). An inaccurate
screening measure will result in misallocation of resources, such
as when those who do not truly have a disorder receive services, or
those who do truly have a disorder are denied services.
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Consistency of screening measures is also important. Classification
consistency is defined as the probability that a respondent would be
assigned to the same class (either above or below the screening cut
point) across repeated instances of the screening measure, assuming no
change between administrations (American Educational Research
Association [AERA] et al., 2014). From the perspective of the
respondent, an inconsistent screening measure is frustrating and
will yield arbitrary receipt of resources and services. This is especially
important in high-stakes assessment situations. For example, suppose
a person is being evaluated for intellectual disability to apply for
services from the Developmental Disabilities Administration (DDA).
One criterion for intellectual disability is marked deficits in adaptive
functioning (American Psychiatric Association, 2013). The evaluator
uses a measure of adaptive functioning that produces accurate but
inconsistent classifications. Due to the measure’s inconsistency, an
applicant might score below the cut point and be denied DDA services
one day, when they might have completed the same measure, scored
above the cut point and received services the next day. Thus,
inconsistent screening measures pose a threat to equity, especially
when screening is tied to valuable and potentially life-altering services.

It is also important that screening measures are unbiased. For an
unbiased measure, the respondent’s expected score depends only on
their underlying value on the construct of interest (e.g., depression)—
it does not depend on other features or group memberships such as
age, race, or ethnicity (Millsap, 2011). The presence of measurement
bias [or, equivalently, differential item functioning (DIF)] on a
screening measure creates a health inequity—the screening decision
a respondent receives depends in part on an extraneous personal
quality, rather than their true indication for each of the potential
decisions (Gonzalez & Pelham, 2021).

Recently, the intersection of two of these important qualities of
screening measures has been studied: accuracy and unbiasedness. The
presence of measurement bias in a measure can produce different
classification accuracy across groups (Gonzalez & Pelham, 2021).
However, to our knowledge, no published work has examined the
intersection of measurement bias and classification consistency. This
may be due to the fact that researchers in psychology and medicine
often report on classification accuracy when developing screening
measures (O’Connor, 2018; Youngstrom, 2014) but continue to only
rarely report classification consistency statistics (Abdin et al., 2018;
Kryuen et al., 2013). If this underreporting is due to a lack of
resources to measure respondents repeatedly, a more viable alterna-
tive is to report model-based estimates of classification consistency
that require only a single administration of the measure (Lee, 2010).
Even if the applied researcher uses the available methods (e.g., Mill-
sap & Kwok, 2004) to verify that measurement bias has little impact
on classification accuracy, there may yet remain large and important
impacts of measurement bias on classification consistency. This is
problematic because it could lead to a false sense of security in
applying the measure across different respondent groups, perpetuat-
ing inequities. Thus, we believe a thorough evaluation of a measure’s
performance across groups involves studying the impact of measure-
ment bias on both the accuracy and consistency of classifications.

The purpose of this article is to help researchers describe the
consistency of the screening process across groups and prevent
health inequities by estimating and reporting classification consis-
tency estimates. The structure of the article is the following. First, we
provide conceptual and technical background on classification
consistency. Second, we describe how classification consistency

of a screener might be affected by measurement bias across groups
(Gonzalez & Pelham, 2021). Third, we illustrate how to estimate
classification consistency using data from two studies in which
participants responded to the CES-D (Chan et al., 2004; Wallis,
2013). Finally, we present simulation results to guide the appropri-
ate use of two approaches to estimate classification consistency
indices (Gonzalez & Pelham, 2021; Lee, 2010).

Classification Consistency

Classification consistency refers to the extent to which respon-
dents are classified to the same category (e.g., having vs. not having
depression) over repeated replications of the same measurement
procedure (Lee, 2010). Other terms related to classification consis-
tency include screening consistency, decision consistency, or reli-
ability of screening decisions. Because classification consistency
assumes no change between the administration of the procedures
(e.g., due to an intervention, maturation, carry-over effect, etc.),
measurement error is the only factor that affects scores across
administrations. Classification consistency is central to determine
the validity of a screener and if respondents need further assessment
before making a decision.

Classification Consistency and Validation

Validity refers to the amount of evidence and theoretical justifi-
cation that support a specific interpretation and use of the score
(Messick, 1989). For example, scores from the CES-D are alterna-
tively used to represent the depression construct in a research setting
or used to screen respondents in a clinical setting, meaning that there
are two applications with different requirements. As such, a specific
interpretation or use of a score is what is validated, not the measure
itself. There are many ways to obtain validity evidence, such as
consulting with subject matter experts about the content of the
measure, examining the relations among the items in the measure,
and assessing the relation of the measure with similar measures or
other criteria (AERA et al., 2014). The amount of validity evidence
needed to support the interpretation or use of a score is related to
how consequential is the proposed use of the measure (Kane, 2006).
More validity evidence is needed to support the use of a score in a
high-stakes screening scenario (e.g., the screener will determine if a
respondent will receive services) than in a low-stakes screening
scenario (e.g., the screener will help determine the prevalence of a
medical condition in a county). Consider a high-stakes screening
scenario in which decisions are not easily reversed, such as respon-
dents losing eligibility for services for a set period of time. If the
classifications based on the measure are not consistent, respondents
may experience adverse consequences arbitrarily, which in turn
jeopardizes the valid use of the measure for that purpose. Similarly,
if the proposed use of the measure does not specify a particular
population in which it will be used, it is assumed that the measure
would work with any respondent regardless of their cultural back-
ground, language of origin, or disability status. If this is not the case,
the valid use of the screener with specific respondent groups is
compromised, leading to health inequity. Therefore, consistent
decisions from the screener are needed to support the proposed
use of the measure and in turn support the consequences that will
arise from it.
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Classification Consistency to Determine Rescreening
Respondents

Consider a two-tiered screening procedure in which respondents
would receive a second screening measure depending on the decision
from the first measure (see Khowaja et al., 2018, for an example of a
two-tiered screening procedure for autism spectrum disorders). When
classification consistency for a respondent’s score is low, we may
prefer to rescreen (i.e., complete the measure once more or administer
a more precise measure) for high-stakes decisions. In the DDA
example described above, the state might adopt a policy of automatic
rescreening for applicants who received a standard score of between
65 and 75 on the measure of adaptive functioning (the standard cut
point is 70). Decision about these bounds could be empirically guided
by classification consistency at various observed scores.

Estimating Classification Consistency

One way to estimate classification consistency is an empirical
approach: administer the screening measure twice to the same
respondents and check if the same decision was made each time.
For example, Teitelbaum and Carey (2000) asked 135 participants to
complete alcohol use screening measures twice, 1 week apart, and
found that between 82% and 91% of respondents were consistently
classified as at risk versus not at risk across the administrations.
However, it is rare that researchers administer the same screening
measure repeatedly in quick succession, given constraints in time,
setting, and resources, therefore limiting the feasibility of the
empirical approach. This has motivated the development of ap-
proaches to estimate classification consistency using data from a
single administration of the measure. Some of these approaches use
observed scores (e.g., Livingston & Lewis, 1995), parameters from
item response models (Lee, 2010; Rudner, 2005), Bayesian ap-
proaches (Wheadon, 2014), and nonparametric methods (Lathrop &
Cheng, 2014). In this article, we focus on the model-based approach
by Lee (2010), popular in the area of educational measurement
(Lathrop & Cheng, 2013), for three reasons. First, just as in
screening scenarios, the approach by Lee (2010) estimates classifi-
cation consistency in reference to an observed cut point. Second, the
approach by Lee (2010) makes use of item response theory (IRT), a
framework that would also allow us to test for DIF. Third, the
approach by Lee (2010) has direct links with methodology that has
been previously used to estimate the classification accuracy of
screening measures (Gonzalez & Pelham, 2021). In the sections
below, we provide technical background and describe the classifi-
cation consistency indices.

Background on IRT

For our application, IRT provides a framework to estimate
classification consistency for screening measures. IRT refers to a
family of latent variable models used to develop and refine mea-
sures, administer scales, and scale scoring (Reise & Waller, 2009;
Thissen & Wainer, 2001). A commonly used item response model
for items with Likert-type responses is the graded response model
(GRM; Samejima, 1969), formally described as,

1 1

p(xi = k|e) = 1+ e*“i(efhik) - 1+ e*“z(esz(kﬂ)) :

M

The output of the GRM are trace lines, which describe the prob-
abilityof endorsing response k on item i as a function of a parameter
related to the respondent, O or the latent variable score, and
parameters related to the item, the a- and b-parameters. In this
case, 0 is the respondent’s standing on the latent construct that the
measure intends to assess, the a-parameter is the strength of the
relation between the item and the latent construct (analogous to a
factor loading), and the b-parameters represent the level of 0 at
which respondents have a 50% probability of endorsing a specific
response category or a higher category. If an item contains k
categories, then there would be k — 1 b-parameters to estimate.
By definition, the probability of endorsing the lowest category or
higher is equal to 1 and the probability of endorsing category k + 1
is equal to 0. For items with binary responses, the GRM reduces to
the two-parameter logistic model (2PLM),

plx =1/0) = m- @
Several assumptions must hold for the item response model to
provide meaningful estimates (Thissen & Wainer, 2001). First, it is
assumed that the correct number of dimensions has been specified in
the model. For our application, we assume unidimensionality.
Closely related, we assume local independence, which states that
the items are unrelated once the construct is accounted for (i.e., the
probability of endorsing two items conditional on the latent variable
is the product of endorsing each of the items conditional on the latent
variable). Finally, it is assumed that the probability of endorsing
item categories as a function of O does not vary by group. In the
aggregate, violations of this assumption are manifested when dif-
ferent groups of respondents have different a- and b-parameters
(Thissen et al., 1993). In this case, we say that there is measurement
bias in the screener or that some items exhibit DIF (for reviews of
DIF detection procedures, see Millsap, 2011; Teresi et al., 2006).
Measurement bias might be troublesome when measures are used to
make decisions, as described further below.

Classification Consistency Indices

Two model-based indices of classification consistency are
conditional classification consistency (CCC) and marginal clas-
stfication consistency (MCC). Both range from 0.5 to 1 (see
Appendix for explanation) and higher values are better. CCC is
the probability of making the same screening decision at a specific
value of © (e.g., 8 = 1 SD above the mean). MCC is the average'
of the CCC estimates across a distribution of 0 and can be used to
describe how consistent is the screening process for a group of
respondents with different values in O (for more information, see
Appendix). Both conditional and marginal classification consis-
tency are dependent on the number of items and cut point imposed
and these indices change accordingly if the number of items or the
cut point changes. In addition, longer tests, more extreme cut

! Specifically, the integration over the 0 distribution, which can be
approximated using quadrature points (8 values where conditional classifi-
cation consistency is probed) and normalized weights from the normal
distribution. This approach is referred to as the D method (Lee, 2010).
Researchers could also estimate marginal classification consistency by taking
an unweighted average of the conditional classification consistency for
specific values of 0, which is referred to as the P method (Lee, 2010).
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scores, stronger item discrimination parameters, and more precise
measurement lead to increased classification consistency (Emons
et al., 2007).

A fundamental step to obtain classification consistency is to
estimate p(X10), which is the probability of observing a sum score
X on a screener conditional on the latent variable 6.> In other
words, for every value of 0 (i.e., the respondent’s standing on the
construct assessed by the screener), there would be a distribution of
expected sum scores on the measure (see Figure 1). As mentioned
above, for classification consistency, we assume that respondents
do not change across administration, so the respondent’s 0 value is
fixed, but their observed score X could vary due to measurement
error. Because the respondent’s 0 value is assumed to be fixed, this
means that the distribution of observed scores for any repeated
administration will be p(X10), and this property is what allows
researchers to make inferences about test—retest performance using
a single datapoint if assumptions are met. In essence, classification
consistency for a 0 value is estimated by imposing the screening
cut point on the distribution of expected sum scores on the
measure, and then estimating the proportion of the distribution
that is above and below the cut point. In this case, we could
estimate p(X10) analytically using the approach by Lee (2010), or
we could simulate data to approximate p(X10) using the approach
by Gonzalez and Pelham (2021). Both approaches assume that the
item response model fits the data well and that estimates of the item
parameters and the distribution of 0 (typically assumed to be
normal) have been obtained.

Analytical Procedure

Lee (2010) used parameter estimates from the item response
models to estimate p(X10) analytically and compute classification
consistency indices. The steps to estimate classification consistency
indices are the following:

1. Using the estimated item parameters from the GRM (for
polytomous items) or 2PLM (for binary items) and a set
of O values (also referred to as quadrature points),
estimate the probability of endorsing each item category
for each item.

Figure 1
Empirical Distribution of Expected Sum Scores at 6 = 0

150 200 250 300

Frequency

100
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2 4 6 8 10 12 14 16 18 20 22 24 26
expected sum score

2. Use a recursive algorithm (Kolen & Brennan, 2004;
Lord & Wingersky, 1984; Thissen et al., 1995) to estimate
the probability of specific sum score X for each value of 0
(further described in Appendix). Note that different pat-
terns of item endorsing can yield the same sum score. For
example, with three binary items scored 0/1, there are three
ways to obtain a sum score of 2—endorsing item 1 and 2,
endorsing 2 and 3, and endorsing 1 and 3. The probability
of endorsing each of these response patterns is estimated
and then summed.

3. At each value of 6 and for a predetermined screener cut
point, estimate the proportion of the expected sum score
distribution at or above the cut point, p;, and below the cut
point, p,.

4. Estimate the CCC at a specific 6 value by adding
pi+po
5. Estimate the marginal classification consistency by taking

a (un)weighted average of the conditional classification
consistencies, weighted by the quadrature weights.

Simulation-Based Procedure

Gonzalez and Pelham (2021) used a simulation-based procedure
to examine p(X10) and estimate classification accuracy of screeners.
In this case, we extend this procedure to estimate classification
consistency. Note that Hambleton and Han also had used simula-
tion-based methods to estimate classification consistency (Bourque
et al., 2004; Deng, 2011). However, the two approaches are differ-
ent. Whereas Hambleton and Han (Bourque et al., 2004) used
simulation methods to mimic the administration of two parallel
measures, Gonzalez and Pelham (2021) approximate the conditional
distribution of the expected summed scores for each value of 6, and
then follow steps that largely resemble the approach by Lee (2010).
The proposed steps to estimate classification consistency using the
simulation-based approach by Gonzalez and Pelham (2021) are the
following:

1. Assuming a standard normal distribution for the latent
variable, chose quadrature points along the range of the
latent variable for which classification consistency will be
probed (e.g., 21 equally spaced points in the range of
—2.0 and 2.0, as in probing at —2.0, —=1.9, —1.8, ..., 1.9,
2.0). Repeat this vector a large number of times
(e.g., 1,000 times).

2. Using the estimated item parameters from the GRM (for
polytomous items) or 2PLM (for binary items) and the 0
values from step 1, simulate item responses.

3. Sum item responses to estimate X and plot the relation
between X and 0.

2 For researchers familiar with IRT, we could obtain a location-specific
standard error of measurement (SEM) for X from the standard deviation of
p(X10). If p(X10) were normally distributed, we could use E(X10) and the SEM
to estimate classification consistency analytically. Thissen (2000) indicates
that p(X10) might not be normally distributed at extreme values of 6, so our
approach approximates p(X10) rather than assume its distribution.
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4. At each value of 0 and for a predetermined screener cut
point, estimate the proportion of respondents who are at or
above the cut point, p;, and below the cut point, p,.

5. Estimate the CCC at a specific 0 value by adding
pi’+po

6. Estimate the MCC by taking a (un)weighted average of the
CCC estimates across 0 values in which they were probed.

Quantifying the Effect of Measurement Bias on
Classification Consistency

In most screening applications, screening decisions are made
based on observed scores X estimated by summing item responses x.
When observed scores across g groups are compared to each other or
to a common reference (such as a common cut point in screening
procedures), measurement invariance is assumed (Millsap, 201 n.?
Measurement invariance, which is the absence of DIF, can be
formally expressed as,

p(x]0) = p(x6, g), 3)

where the probability of observing item response x on an item,
conditional on the latent variable 6, does not depend on the group g
to which respondents belong. If measurement invariance holds, then
the measure is free of measurement bias (i.e., free of DIF). In
practice, measurement invariance might not always hold. For
example, previous research suggests that at the same level of the
latent variable, women tend to report greater levels of physical and
emotional distress than men, Hispanics tend to use more extreme
response styles than non-Hispanics, and older people tend to report
more positive self-views than younger people (McHorney &
Fleishman, 2006; Reise & Waller, 2009). Although it is important
to consider measurement bias on each individual item, it is also
important to consider the overall pattern of bias across items. If
different items are biased against different groups, then the biases
may cancel each other out and produce a score that is unbiased when
the item responses are aggregated (Chalmers et al., 2016). In other
words, item-level bias might not always affect the decisions made
from sum scores.

In screening scenarios, the presence of measurement bias could
manifest in three ways. Compared to other participants at the
same value on the latent construct, respondents from protected
groups could be (a) more likely to be above the screener’s cut
point, (b) less likely to be above the screener’s cut point, or (c)
equally likely to be above the screener’s cut point, due to the
cancellation of bias across items (Gonzalez & Pelham, 2021).
Given the consequences of screening decisions (e.g., more
assessment, referrals, or estimation of prevalence rates), it is
imperative to assess how item-level bias might affect screening
decisions when working with protected groups, and specifically,
the consistency of those decisions.

Recently, procedures have been developed to describe the effect
of measurement bias as changes in sensitivity and specificity for
screening measures (Gonzalez & Pelham, 2021; Gonzalez et al.,
2020), or selection procedures, in general (Lai et al., 2017; Millsap
& Kwok, 2004). For example, after carrying out these procedures,
researchers might find that if measurement bias in the measure is
ignored, sensitivity to screen Hispanic respondents for anxiety

might drop by 5%. We believe that describing the effect of mea-
surement bias in terms familiar to assessment specialists could
empower them to make more informed decisions about the use
of screening measures on protected groups. With similar motiva-
tions, one could use changes in classification consistency to examine
how measurement bias might affect the reliability of the screening
decisions. Consider a situation in which bias in a screener could lead
respondents from protected groups (e.g., ethnic or racial minorities)
to receive more or less consistent decisions from an assessment.
Consequently, certain groups of respondents might be more likely to
receive arbitrary assignment to treatment or referrals than members
from a majority group (McHorney & Fleishman, 2006). Changes in
classification consistency could indicate whether the individual
would still be flagged by the screener after repeated administration
in situations in which measurement bias is ignored or accounted for.

To estimate how measurement bias affects classification consis-
tency, the analytical procedure by Lee (2010) and the simulation-
based procedure by Gonzalez and Pelham (2021) must be extended
to handle multiple groups. Both extensions assume that researchers
were able to accurately flag items that exhibit DIF.

Extending the Analytical Approach

The approach by Lee (2010) would be carried out two times just
as described above, each time using the same 0 estimates. First, a
multiple-group IRT model in which DIF-free items have invariant
item parameters and items exhibiting DIF have group-specific item
parameters is fit to the data set. Then, classification consistency
indices are estimated for each group using their respective item
parameters. In this situation, DIF is accounted for by allowing items
with DIF to have group-specific item parameters. Then, a multiple-
group IRT model in which all item parameters are invariant across
groups is fit to the data set, and classification consistency indices are
estimated. In this situation, DIF is ignored because all the item
parameters are the same across groups. Finally, the conditional and
marginal classification consistency estimates per group are com-
pared to the corresponding estimate when all the items are treated as
invariant. Differences in classification consistency estimates would
demonstrate how measurement bias affects the reliability of the
screening decisions.

Extending the Simulation-Based Approach

Just as in the extension to the analytical approach, the simulation-
based approach by Gonzalez and Pelham (2021) would be carried
out two times—(a) a multiple-group IRT model in which only the
items that exhibit DIF have group-specific item parameters and (b) a
multiple-group IRT model in which all items are treated as invariant.
Note that if the groups differ on the 0 distribution, then 6 values
would have to be simulated with respect to a mixed distribution (in
this case, by sampling 0 values from group-specific distributions).
Similarly, the effect of measurement bias on classification consis-
tency is captured by the differences in classification consistency

3 In this article, we assume that scores from each groups (e.g., males and
females) are compared to the same cut point. However, some published
measures use group-specific cut points, which may or may not reduce
measurement bias. Researchers are encouraged to report classification
consistency per group using the group-specific cut points.



S

>
2
<]
e}
=
2
s
g
3}
7]
2
o
9
O
]
S
=
»
=]

erican Psychological Association or one of its allied publishers.

ghted by the Am

This document is copyri
This article is intended solely for the personal use of the individual user

6 GONZALEZ, GEORGESON, PELHAM, AND FOULADI

indices between group-specific estimates and estimates from the
fully invariant model.

Tllustration

We illustrate the proposed methods with two examples. In the first
example, we conduct secondary data analysis of an existing data set
that involved repeated, back-to-back administration of the CES-D.
We use this data to compare (a) the model-based classification
consistency estimates based on a single administration of a scale to
(b) the empirical classification consistency estimate using two
administrations of a scale. In the second example (found in the
supplementary materials), we provide a completely reproducible
illustration of estimating the classification consistency of a measures
using published item parameters (Chan et al., 2004).

Data

This study was conducted in compliance with (Simon Fraser
University) ethics guidelines and Human Subjects Approval from
the Institutional Review Board. The data set for this illustration
comes from a larger project on response patterns in self-adminis-
tered questionnaires (see Author note), and on which P. Wallis’s
Master’s thesis on the effect of repeated assessment, questionnaire
format, item features, as well as respondent characteristics on
participants’ responses to the CES-D was based (Wallis, 2013).*
This project is of interest and a source of data for our illustration
because it involves the repeated administration of select question-
naires, including the CES-D (Radloff, 1977), in a single session.
With the repeated measures data on the CES-D and data on a focal
covariate (e.g., sex), we can contrast classification from a single
administration with classification from more than one administration
(specifically, two administrations). The three goals of our illustra-
tion are to (a) estimate the classification consistency of the CES-D
using a single administration (e.g., administration 1), (b) evaluate
how measurement bias affects classification consistency, and (c)
compare the classification consistency estimate with one adminis-
tration of the scale to the empirical classification consistency
estimate using two administrations of the scale (e.g., administration
1 and 2). For our illustration, we focus on data for a subset of the
study participants considered in the study by Wallis (2013).”

Participants

The subset of the sample we used consists of 436 undergraduates
from a medium-sized university in a metropolitan area in western
Canada. Respondents completed the CES-D in English, along with a
larger battery of measures via the computer, in a one hour session.

All participants were administered the CES-D in different web-
page layouts of the CES-D. The focal sequential administrations for
this illustration are (a) when all respondents received all of the items
in a single html page, with radio-button response options placed
beside the item prompts in a grid- or matrix-like layout and (b) when
all respondents received all of the items in a single html page, with
radio-button response options placed below the item prompts in
typical vertical multiple-choice layout. For simplicity of illustration,
we dropped respondents who had missing item responses for any of
these two sequential focal administrations of the CES-D, which we
are calling administration 1 and administration 2. As such, the final

overall sample size for our illustration analyses was N = 371 in
which the mean age was 19.777 (SD = 2.192), 65.0% self-identified
as female, 48.1% indicated that English was their first language, and
53.4% self-identified as Asian, 30.5% as Caucasian, and 16.1% in
other categories.

Focal Measure

The CES-D consists of 20 items rated with four response catego-
ries, ranging from O to 3 (Radloff, 1977). Responses from the
CES-D are typically aggregated into a single sum score, and a
common cut point for screening is >16 (Vilagut et al., 2016). It is
important to note that prior studies suggest that the factor structure of
the CES-D may be complex (e.g., Carleton et al., 2013; Edwards
et al., 2010). However, we retain a unidimensional model to match
how CES-D scoring is done in practice—Edwards et al. (2010)
reviewed articles in major assessment journals from 2000 to 2010
and found that 107 out of 114 studies used only a total score on the
CES-D. Our unidimensional model matches the theoretical model
that applied researchers assume when they use the CES-D sum
score, but we anticipate that we will not meet conventional cutoffs
for model fit statistics.

Focal Covariate

For this illustration, we tested whether the CES-D items exhibited
DIF as a function of self-identified sex, and whether ignoring any
measurement bias adversely impacts the screening process (possibly
leading to health inequities).

Preliminary Analyses

Below, we divide our discussion of the preliminary analyses by
first addressing the analyses of test—retest data from administration 1
and 2, and then the analyses to estimate classification consistency
using administration 1 only.

4 We recognize that there are important limitations in using this example,
and we discuss those limitations accordingly. However, we do not believe
that the limitations detract from the illustration of the methods, so we ask
readers to focus on the general applications. We do not intend for this article
to make a theoretical contribution about the use of the CES-D or comment on
the impact of different questionnaire format/layouts.

> For the whole session, participants received the CES-D three times in a
short time frame, each time in a different format/layout. The respondents that
were the focus of Wallis’” (2013) study, received (a) one item per page with
response options below the single item prompt and (b) all items in one page in
which item prompt and response options in grid-/matrix-layout in counter-
balanced order; data on these two formats/layouts were the focus of Wallis’s
thesis. These respondents all received (c) all items in one page with response
options below the item prompt in multiple choice format as the third
administration format. To simplify the illustration, we use the second and
third administrations of the scale because the administration can be consid-
ered similar insofar as all items were in a single page and because prior
research found that there were time effects between the first and the second
timepoint (Wallis, 2013) that are minimally present between second and third
timepoints (Wallis & Fouladi, n.d.). Two consequences of this decision are
that there may be carry-over effects which could inflate the empirical
classification consistency between the second and the third administration
of the scale, and that prior exposure to the CES-D items may affect the
empirical classification consistency and classification consistency estimates
from one administration.
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Multiple Administrations (i.e., Test-Retest Data)

Reliability estimate using Cronbach’s alpha of the CES-D scores for
administration 1 was o = .88 (95% confidence interval (CI): .86, .90),
and for administration 2 was a = .89 (95% CI: .86, .90). For the overall
sample, the Pearson correlation between the summed CES-D scores for
administration 1 and 2 was r = .977 (standard Fisher transform based
95% CI: .97, .98, cf., Fouladi & Steiger, 2008). The mean estimate of
the CES-D score for administration 1 was 14.154 (SD = 9.030) and for
administration 2 was 14.072 (SD = 9.313). The mean difference of
081 (SD = 1.983; 95% CI: —.122, .283) was not statistically signifi-
cant, #(370) = .785, p = .433. The empirical classification consistency
across administrations for respondents who had CES-D scores >16
was .930 (95% CI: 904, .955). In other words, 93% of respondents
received the same classification at administration 1 and 2. In our
analysis split by the covariate of interest, the correlation between the
summed CES-D scores at administration 1 and 2 for males was
r=.981 (95% CI. .97, 99) and for females was r = .975 (95%
CI = .97, .98). For males, the mean CES-D score at administration 1
was 12.908 (SD = 8.438), and at administration 2 was 12.916
(8D = 8.766). The mean difference of —.008 (SD = 1.730; 95%
CI: —.307, .291) for males across administrations was not statistically
significant, #(130) = —.051, p = .960. On the other hand, the mean
CES-D score for females at administration 1 was 14.833 (SD = 9.284),
and at administration 2 was 14.704 (SD = 9.557). The mean difference
of .129 (SD = 2.111; 95% CIL: —.139, .398) was not statistically
significant, #(239) = 0.948, p = .344. The CES-D scores between
males and females were significantly different at administration 1,
(#(369) = —1.970, p = .050; 95% CI: —3.845, —.003; 1> = .010), but
not at administration 2 (#(369) = —1.773, p = .077, 95% CI: —3.772,
.195). Finally, the empirical classification consistency across admin-
istrations for males was .939 (95% CI. 898, .981) and for females was
925 (95% CI: .892, .958).

Single Administration

A unidimensional GRM was fit to the CES-D item responses at
administration 1 using the mirt R package (Chalmers, 2012), and the
model fit was C»(170) = 977.006, p < .001, Comparative Fit Index
(CFI) = .882, Root Mean Square Error of Approximation
(RMSEA) = .113, Standardized Root Mean Square Residual
(SRMR) = .088 (Cai & Monro, 2014). As mentioned above, poor
model fit was expected, but we decided to examine classification
consistency using this model because using a single CES-D summed
score in screening applications assumes unidimensionality of its item
responses. Then, we fit a multiple-group GRM® and carried out a DIF
detection procedure based on Likelihood Ratios (LR) (IRT-LR-DIF
procedure; Thissen et al., 1993) in mirt to identify items that were
likely to exhibit DIF as a function of sex. The fit of the multiple-group
GRM was C5(340) = 1,150.717, p < .001, CFI = .880, RMSEA =
.080, SRMR for males = .108, SRMR for females = .092. The
IRT-LR-DIF procedure, applying the Benjamini-Hochberg (1995)
adjustment for multiple testing, identified three items that exhibited
DIF (see supplement for item parameters). Finally, we fit a multiple-
group GRM in which item parameters of DIF-free items were
constrained to equality across groups, and items that exhibited DIF
had group-specific item parameters. The fit of this model was
C,(408) = 1,208.791, p < .001, CFI = .882, RMSEA = .073,
SRMR for males = .116, SRMR for females = .093. Males were

the reference group in the multiple-group model (mean = 0, SD = 1),
and results suggested that females had a higher latent mean
(mean = .142), and a similar latent standard deviation (SD = 1.010).

Procedure to Estimate Classification Consistency

Classification consistency was estimated using the analytic approach
by Lee (2010) and the simulation-based approach by Gonzalez and
Pelham (2021) as described above. First, we estimate classification
consistency assuming measurement invariance (i.e., ignoring potential
DIF) in which both males and females have the same item parameters,
but latent mean values and variances were fixed to the estimates from
the DIF model. As such, we needed three pieces of information: item
parameters, 0 values (i.e., the quadrature points) to probe classification
consistency, and an observed cut point. Then, we compared classifica-
tion consistency in a model that accommodates items with DIF in
which items that exhibit DIF across sex have group-specific item
parameters and DIF-free items have the same item parameters. As such,
we needed five pieces of information: the item parameters for males, the
item parameters for females, 0 values to probe classification consis-
tency for males, 0 values to probe classification consistency for females,
and the common cut point in the observed score. The differences in
classification consistency from estimates that assume no DIF and the
estimates that account for DIF provide insight into the impact of
measurement bias on the consistency of screening decisions.

Results

For both approaches, we used 41 quadrature points for 0 (ranging
—2 to 2) to probe classification consistency. Because the simulation
and the analytic approaches largely gave the same solution, only the
simulation-based results are presented. At a cut point of >16, the
weighted marginal classification consistency (MCCd) estimate when
invariance was assumed was MCCd = 0.864, and the unweighted
estimate (MCCp) was MCCp = .910. The left panel of Figure 2
shows the CCC estimates across the range of 0. The desired shape of
this curve is a narrow U/V shape in which the vertex is at the 0 score
that corresponds to the observed cut score. According to the test
characteristic curve, a cut point of >16 corresponds to a 0 score of
approximately 0.50. As such, Figure 2 shows that respondents who
are outside the range [—0.10, 0.95] on 6 have a classification consis-
tence above .90. However, inside the range [—0.10, 0.95], classifica-
tion consistency drops sharply. As expected, there will be less
certainty in the classification of those who are close to the cut point.

Furthermore, the right panel of Figure 2 shows the CCC estimates
across the range of O for males and females, along with estimates
assuming measurement invariance. Marginal classification consistency
estimates were MCCd = 0.860 and MCCp = .905 for males and
MCCd = 0.859 and MCCp = 911 for females. Given that the

© We collapsed the most extreme response category for item 17 because
males did not endorse that response. Collapsing did not change the classifi-
cation consistency estimates in the test-retest analyses.

" Goodness of fit indices are all based on single sample calculations
(Steiger & Lind, 1980). Multisample goodness of fit indices are available for
multiple-group confirmatory factor analyses (CFAs) by adjusting the fit
estimates by the number of groups (Dudgeon, 2004; Steiger, 1998), and
corresponding confidence intervals could be derived (Steiger & Fouladi,
1997). However, guidance for the fit of item response models has not been
investigated. For guidance on multiple-group CFA, readers may be interested
in a recent doctoral dissertation by Brace (2020).
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Figure 2

Left: Classification Consistency as a Function of O for the Invariant Condition. Right: Classification Consistency as a Function of 0 for Males,

Females, and the Invariant Condition
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Note. The empirical conditional classification consistency curves are expected to be jagged because they are probed at discrete values on the 0 range.

procedure is based on simulations, we could carry out the procedure
multiple times to estimate a Monte Carlo confidence interval for the
difference of MCCd across respondent groups. With 100 Monte Carlo
draws, the mean difference between the MCCd of males and females
was .004 with Monte Carlo standard error of .003 so the 95%
confidence interval was [—.002, .010]. Also, the CCC estimates
were different at specific values of 6. For example, at 6 = 0, CCC
estimates were CCC = 0.804 for the invariance condition, CCC =
0.835 for males, and CCC = 0.772 for females. The right panel of
Figure 2 shows that for males, classification is more consistent below
the cut point and less consistent above the cut point, compared to when
invariance is assumed. The opposite is true for females: Classification is
less consistent below the cut point and more consistent above the cut
point compared to when invariance is assumed. Therefore, the results
suggest that measurement bias could affect the consistency of the CES-
D to screen respondents for depression at specific values of 8. Conser-
vatively, the classification consistency of respondents outside the range
[-0.15, 1.00] on O is not affected by the DIF due to sex (i.e., outside the
range [—0.15, 1.00] on 0, classification consistency is above .90).

Estimates Based on Single Versus Multiple
Administrations

Finally, we compared the empirical classification consistency
across administration 1 and 2 with the classification consistency
estimate from administration 1. The empirical classification consis-
tency of .925-.939 was close to the unweighted MCC estimates of
.905-.911, and was higher than the weighted MCC estimates of
.859—.864. There are several potential reasons why a difference
between these estimates was observed, and some of which might be
related to study design (see Footnote 5). First, because the CES-D
was readministered in close succession, the inflated empirical
classification consistency could have been due to carry-over effects
across administration. Second, the poor model fit of the unidimen-
sional model could have led to underestimated classification con-
sistency estimates. Third, perhaps, the empirical classification
consistency and classification consistency estimates were affected
due to prior exposure of the CES-D items before administration 1 (as
noted in Footnote 5). Future research clarifying the relation between
empirical classification consistency from two administrations (or
timepoints) and the classification consistency estimate from a single

timepoint would be beneficial, and we encourage researchers who
only have a single datapoint to estimate classification consistency to
describe the reliability of screening decisions.

Simulation Study

In this section, we present the results from our simulation study on
the performance of the simulation-based approach by Gonzalez and
Pelham (2021) and the analytic approach by Lee (2010). The main
goal of the simulation is to provide guidance on the general use of
each approach and, as observed in our illustration, examine if both
approaches yield the same estimate across conditions. The two
approaches are slightly different—although the approach by Lee
(2010) is popular in educational testing and specific to IRT models,
the simulation-based approach provides a more general framework to
estimate classification consistency from other models [see Gonzalez
et al. (under review), for an application of the simulation-based
approach to estimate classification consistency for machine learning
models]. Also, another purpose of the simulation study is to evaluate
the number of simulation iterations per 0 value needed to obtain stable
estimates and determine its appropriate use. It is expected that the
estimates by the simulation-based approach would approximate the
analytical estimates of classification consistency as the number of
item categories and iterations per 0 value increase.

Data Generation

Data were generated from a multiple-group, standardized cate-
gorical factor model using the delta parameterization, similar to
the simulation by Gonzalez and Pelham (2021). Three different
screening scenarios were studied. Scenario 1 had items parameters
and O distributions (g, = 0 and ng = 1) invariant across two
groups. Scenario 2 had invariant parameters across groups, but the
0 distribution for group 1 was p; = 0 and 6,> = 1 and the 0
distribution for group 2 was p, = 1 and o,> = 0.64. Finally,
scenario 3 had the same O distribution across groups (p, = 0
and ng = 1), but two items exhibited DIF—the values of the two
largest factor loadings for group 2 were half of the size of group 1,
and the thresholds of those items were 0.50 higher. We expected
that group differences in the a- and b-parameters would lead to
different p(X10) across groups, which in turn would affect the
classification consistency per group.
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In the simulation, we varied the number of items (from 5 to 15), the
number of response categories (2 or 5), and the number of 6 values
sampled (50, 125, and 250) for each group per screening scenario.
Note that the number of cases for group 1 and group 2 were balanced,
so the total O values sampled were 100, 250, and 500 per replication.
Items were generated so that their scale was unity. The factor loadings
were equally spaced between 0.30 and 0.70 (e.g., for conditions with
five items, the factor loadings were 0.30, 0.40, 0.50, 0.60, and 0.70),
and the residual variance was 1 minus the factor loading squared for
each corresponding item. The thresholds were set at 0 for conditions
with two-category items and at —1.5, —.50, 0.50, and 1.5 for con-
ditions with five-category items. Overall, there were 198 conditions
examined in this simulation (11 number of items X 2 number of
response categories X 3 number of 0 values sampled X 3 screening
scenarios), with 500 replications per condition.

General Procedure

First, the loadings and thresholds were transformed from the
factor-analysis metric to the IRT metric using the following relations
(Wirth & Edwards, 2007):

D), Tik
ik 4
» @

1

—’bt=
=

In this case, q; is the a-parameter for item i, by, is the kth b-parameter
for item i, D is a scaling constant of 1.7 to convert IRT logistic
estimates to normal-ogive estimates, T; is the kth threshold in the
factor-analysis metric, and A; is the factor loading in the factor-
analysis metric. Then, we used the functions presented in the
supplement to estimate MCC and CCC estimates using the simula-
tion-based approach. In this case, we used 41 equally spaced points
that were 2.0 standard deviations from the i, (e.g., if p, = 0 and
ng = 1, then classification consistency was probed from 6 = —2.0
to 0 = 2.0). Finally, the analytical approach by Lee (2010) was
carried out with the cacIRT R-package (Lathrop, 2015). We used a
cut score of >3 for conditions with binary items and a cut score of
>12 for conditions with polytomous items. As mentioned above, we
are not comparing classification consistency estimates across con-
ditions because we would have to adjust for the number of items and
cut point changing, so we only examined if the simulation-based
estimates are accurate within each condition.

The main simulation outcomes were the relative difference across
estimates and the variability of the simulation-based estimate. Rela-
tive difference was estimated by subtracting the classification consis-
tency estimate of the simulation-based approach from the estimate of
the analytical approach, divided by the estimate of the analytical
approach, averaged across replications. Variability of the simulation-
based estimate was described by the standard deviation of the
empirical estimates in each condition. Similarity of the analytical
and simulation-based estimates was deemed appropriate if the relative
difference is below 0.05 and the empirical standard deviation estimate
is around 0.025 (i.e., simulation-based estimates differ by +0.05).

Results

Similar conclusions were observed across the three screening
scenarios studied, so we present the results for the first scenario
below, and results for the second and third scenarios in the

supplement. Groups are fully invariant in the first scenario, so
the results are presented as if only one group was examined. Results
are presented by group for the second and third scenarios.

Table 1 shows the relative difference and empirical standard
deviation of the MCC estimate across the number of items, item
categories, and iterations of the 0 values. Across conditions, the
estimates of MCC showed small relative differences and precise
estimates. As expected, the relative difference and the empirical
standard deviation decreased as the number of item categories and
iterations per 0 value increased. Therefore, the results suggest that the
simulation-based approach is largely similar to the analytical esti-
mates in the fully invariant screening scenario with as few as 100
iterations (i.e., 50 iterations per group) of the 0 values. Furthermore,
CCC estimates had small relative differences across conditions, and
the standard deviation of the estimate was the lowest in conditions
with 500 iterations of the © values (see supplement for tables at
selected O values). Similarly, Figure 3 shows the CCC estimates by
the analytical approach, along with +1 SD of the simulation-based
estimates, for conditions with 7 and 11 items. Figure 3 suggests that
the simulation-based estimates have a similar trend in the relation
between the CCC and 6 as the analytical estimates. Overall, the results
suggest that the simulation-based approach led to similar CCC
estimates as the analytical approach in the fully invariant scenario
with at least 500 iterations of 0 values (i.e., 250 iterations per group).

General Discussion

In applied settings, assessment specialists desire that the screening
process is accurate, consistent, and fair. In previous applications,
researchers have studied how accuracy and measurement bias affect
the screening process, but reporting classification consistency has been
largely ignored. This lack of reporting may be due to insufficient
resources to administer the screening measure multiple times, meaning
that model-based estimates of classification consistency that only
require a single administration may be useful. If researchers do not
establish decision consistency across respondents or respondent
groups (e.g., protected groups), then the use of scores for screening
might not be valid, the allocation of resources may be arbitrary, and
health disparities might increase (Manly, 2006). Therefore, researchers
could report classification consistency indices per respondent group to
determine if classification consistency is the same, thus guide measure
use and improve the transparency and fairness of the decision process.

In this article, we discussed the importance of classification con-
sistency in the validation of screening measures and its role on tiered
screening, reviewed technical aspects on the estimation of classifica-
tion consistency, and illustrated the methods with two examples (one
in text and one in the supplement). The proposed method yields
several outputs that researchers may find useful. For instance, the
CCC curves (as shown in Figure 2) describe the range of latent
variable scores, 0, where decisions based on the screener are consis-
tent (e.g., decisions might be consistent outside a specific 0 range), so
researchers could use them to identify the individuals for whom
repeated administration is unnecessary as it would likely yield the
same decision. Assessment specialists could alternatively use the
CCC curves to recommend individuals who would most benefit
from rescreening. For example, a horizontal line could be drawn
on the left panel of Figure 2 to determine the minimum CCC estimate
for which assessment specialists would feel comfortable making a
decision (e.g., a horizontal line is drawn at 0.90 because rescreening is
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Table 1
Relative Difference and Empirical Standard Deviation [in Brackets] of the Marginal Consistency Classification Estimate by the Simulation-
Based Approach
Iterations per 0 value
Two-category items Five-category items
Items 100 250 500 100 250 500
5 .003 [.006] .001 [.003] .001 [.003] .003 [.006] .001 [.004] .001 [.002]
6 .003 [.006] .001 [.003] .001 [.003] .003 [.006] .001 [.003] .001 [.002]
7 .002 [.005] .001 [.002] .000 [.002] .002 [.005] .001 [.003] .000 [.002]
8 .002 [.005] .001 [.002] .000 [.002] .002 [.005] .001 [.003] .001 [.002]
9 .002 [.005] .001 [.002] .000 [.002] .002 [.004] .001 [.003] .000 [.002]
10 .002 [.005] .001 [.002] .000 [.002] .001 [.003] .001 [.002] .000 [.002]
11 .002 [.004] .001 [.002] .000 [.002] .001 [.004] .000 [.002] .000 [.002]
12 .002 [.004] .001 [.002] .000 [.002] .001 [.003] .001 [.002] .000 [.001]
13 .002 [.004] .001 [.002] .000 [.002] .000 [.003] .000 [.002] .000 [.001]
14 .002 [.004] .001 [.002] .000 [.002] .000 [.003] .000 [.002] .000 [.001]
15 .002 [.004] .001 [.002] .000 [.002] .000 [.002] .000 [.001] .000 [.001]

Note. Group 1 and group 2 would have the same estimate of classification consistency. /tems refers to the number of items. The cut point for conditions with
binary items was >3 and the cut point for conditions with polytomous items was >12. Relative difference is the estimate of the simulation-based procedure
minus the estimate of the Lee (2010) procedure, divided by the estimate of Lee (2010) procedure.

recommended for individuals in the 6 range in which CCC is below
0.90). The points for which the horizontal line crosses the curve are
noted, and the corresponding points on the horizontal axes would be
the O range in which participants receive further assessment.

In addition, we discussed how ignoring measurement bias (i.e.,
DIF) affects the consistency of screening decisions across groups. In
our illustration, we found that there is measurement bias in the
CES-D as a function of sex, but it did not translate to practical

Figure 3

differences in classification consistency across males and females
(i.e., mean difference was small and the confidence interval con-
tained zero). In a hypothetical scenario in which measurement bias
across sex was to materialize into lower classification consistency
estimates for females, then females would be more likely to receive
an arbitrary classification than males, which could affect who gets
access to services and lead to overall health inequities. Empirically,
our illustration suggests that ignoring measurement bias may widen

Conditional Classification Consistency Estimates by the Analytical and the Simulation-Based
Approach Across Number of Iterations per 0 Value
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Note. Solid lines are the analytical estimates and dashed lines are the simulation-based estimates + 2 empirical
standard deviations. i is item, and polytomous conditions have five response-categories. The cut score in
conditions with binary items was >3 and in conditions with polytomous items was >12.
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the O range in which the screener makes inconsistent decisions.
From a DIF perspective, the difference on the conditional or the
marginal classification consistency estimates when DIF is accom-
modated versus ignored could provide an interpretable estimate of
how measurement bias affects screening (Millsap & Kwok, 2004).
That is, researchers could determine that the reliability of the
decisions in a specific 0 range is not enough for the desired purpose,
or that classification consistency is too low for a protected group and
might place them at a disadvantage for resources. Similarly, assess-
ment specialists could determine the 0 range in which DIF is not
differentially affecting the classification consistency across groups.
Most DIF detection procedures do not evaluate whether item bias
materially affects screening decisions, so translating the effects of
measurement bias to terms familiar to assessment specialists (e.g.,
changes in classification consistency) empowers them to make more
informed decisions about the tools that they use.

Finally, we presented simulation results to guide the use of two
approaches to estimate classification consistency: an analytical
approach by Lee (2010) and a simulation-based approach by
Gonzalez and Pelham (2021). Results suggest that the estimates
by the simulation-based procedure and the analytical procedure
were similar when 500 iterations per 0 value were used to estimate
marginal or CCC. Thus, assessment specialists could use either of
these two procedures to estimate classification consistency in their
own data (see supplement for R code to carry out these two
procedures). Analytical estimates are preferable to simulation-based
estimates when available, but preliminary research suggests that the
simulation-based procedure could be used to estimate consistency of
other models used for screening, such as machine learning methods
(Gonzalez et al., under review). However, these extensions of the
simulation-based procedure require a more investigation. Overall,
these two approaches could be complementary and applicable to a
variety of screening scenarios.

Limitations and Future Directions

There are several limitations of the methodology discussed in this
article that, if addressed, could further generalize the utility of the
methods discussed. It would be valuable to continue to investigate
the relationship between classification consistency estimates from a
single administration to the empirical classification consistency in
test—retest data (MacKinnon et al., 2018). In our empirical example,
we observed that our methodology for estimation of classification
consistency underestimated the empirical classification consistency
of the test-retest data. Although there were several conditions in
characteristics of the example that could explain this discrepancy
(e.g., poor model fit, carry-over effects in test-retest data, or prior
exposure of respondents to CES-D items), a future direction would
be to determine if this pattern appeared in other empirical applica-
tions of the CES-D. Also, both the Lee (2010) and Gonzalez and
Pelham (2021) methods to estimate classification consistency
assume that the item response model fits the data well, but as shown
in our empirical example, this might not always be the case. Future
studies will investigate how model misspecification impacts the
estimation of classification consistency (MacCallum et al., 2001)
and to evaluate whether nonparametric IRT approaches are more
robust to model misspecification (Lathrop & Cheng, 2014). Simi-
larly, the estimation of classification consistency indices assumes
that we have true item parameters, but the item parameters are

estimates that are paired with standard errors. A Bayesian approach
to estimate classification consistency, along with credibility inter-
vals, may better account for the uncertainty in item parameter
estimation (Levy & Mislevy, 2016; Wheadon, 2014).

Another interesting future direction will be to investigate if
decisions based on two screeners that claim to measure a similar
construct (i.e., two measures that are not parallel) yield the same
conclusion. For example, Marrie et al. (2018) administered a series
of depression and anxiety screeners (e.g., the Patient Health Ques-
tionnaire, PHQ-9 and the PROMIS Depression short-form) to
respondents with multiple sclerosis. Using methods from this article,
one could predict whether a respondent flagged with the PHQ-9 is
also likely to be flagged by the PROMIS Depression short-form.
Although these procedures would assume that the measures are
exchangeable for the same purpose and populations, decision
similarity could serve as validity evidence in the development of
a new screening measure. Finally, classification consistency could
be used for the selection of cut points. When cut points change, it is
likely that classification consistency will also change. Thus, future
work could examine methods similar to receiver operating charac-
teristic (ROC) curves to find cut points that maximize both classifi-
cation accuracy and consistency (Youngstrom, 2014).

Overall, we encourage assessment specialists to report estimates
of classification consistency when using a screening measure to
make decisions about individuals. Reporting classification consis-
tency separately by respondent group makes the screening process
more transparent and equitable across protected groups. By simul-
taneously evaluating classification accuracy, classification consis-
tency, measurement bias, and the impact of measurement bias on
accuracy and consistency, assessment specialists can place a screen-
ing measure on strong footing for useful and equitable deployment
in real-world settings.
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Appendix

Recursive Formula to Estimate p (X[0)

Consider a depression measure with four items—each item has
three response categories ranging from 1 to 3 (i.e., sum scores range
from 4 to 12) and a cut point of 9. To estimate conditional
classification consistency using the analytical approach by Lee
(2010), the first value needed is the conditional summed-score
probability for every possible sum score x that belongs to classifi-
cation C (i.e., above or below the cut point) and each potential ©,

x,—1
po(h) = Pr(X = x6), (AD)

X=X (1)

where x;, is the cut score A. For this formulation, we would include the
minimum (& = 0; xy = 4) and the maximum summed score value
(h = C;x, = max(x) + 1), in addition to our cut score (h = 1;x; = 9).
For the example, x;, separates respondents in two classes: 4,,., meaning
that a respondent is not classified as potentially having depression
and h,,; meaning that a respondent is classified as potentially
having depression. Below is the definition of pg (h,,e,) and pg (o),

8
pG(hneg) = ZPI'(X = x‘9)7 (AZ)
x=4
12
Polhyos) = > Pr(X = x(0). (A3)
x=9

Pr(X = x10), the conditional summed score probability, is computed
via multiplication of conditional item response probabilities p;;(0),
which is the probability of individual i providing response k to item j

Table Al
Polytomous Recursive Formula Example, Assuming 0 = 1

Decision Item r Score x  fi(x)

1 1 fi(l) =P11
2 hH(2) =P12
3 HB)  =pis
2 2 £(2) =fi(Dp21
3 £LB) =fi@par Hi(Dpa2
4 b)) =fiBpa1  +Hi@p2  Hi(D)pas
5 f05) 1B +1(2)p2s
6 f2(6) +1(3)p23
3 3 £3) =£(2)p31
4 pEC)) =ALG)p31 +H2)p32
5 £ =hH@ps +LG)p2 +HH(2)pss
6 £(6) =HLG)p31 Ho@p  +HB)pss
7 B =hHOps LGP +HHRA)pss
8 £8) =A6)p32  +HO)p3s
9 50) =f(6)ps3
Negative 4 4 fa@  =A0)pa
Negative 5 fa5)  =fHpa +GB)paz
Negative 6 fa6)  =H0par HsBpar  +H53)pas
Negative 7 ST =f0psr +30)ps2  +H3(H)paz
Negative 8 fa®)  =H(Dpar +O)paz +505)pas
Positive 9 f2®)  =A@par H(Dpaz +5(6)pas
Positive 10 f210)  =f3Dpar +@)paz +i5(Tpas
Positive 11 Jfa(11) =f9psz  +58)paz
Positive 12 f4(12) =f3Dpa3

given 6. We can compute p;; (0) for a range of 0 using the output
(i.e., the trace lines) from the GRM from Equation 1.

To obtain the probability for a score of 5 using our example, the
possible combinations are as follows: 1112, 1121, 1211, and 2111.

(Appendix continues)
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For the response pattern 1112 and 6 = 1, one would compute
the probability of that specific combination given 6 =1 via
pin©®=1) >kPizl(e =1 >k171'31(9 =1 *Pi42(9 = 1). One would
repeat these steps for each possible combination, and then sum these
probabilities to obtain pg(x = 58 = 1). This procedure would be
repeated for every possible sum score and every possible O value.
This would become very tedious as the number of items, response
categories, and 0 increased, so a recursive algorithm is used to obtain
these values.

If we define p;1(0;) = fi(x = Wy;109;), where Wj denotes
response k for item j, as the probability of selecting a 1 for the
first item and p;1,(0;) = fi(x = W},10,) as the probability of selecting
a 2 for the first item, m; as the number of categories, then the
recursive algorithm for finding the probability of obtaining score x
across r items is

fr(x(6;) = Zfr—l (x = Wi )piix (6;) (A4)
k=1

This algorithm is shown in Table A1 for the hypothetical example.
The decision column indicates which probabilities would be added
per Equation Al for each of the possible decisions.

After pg(h) is obtained for our two possible 4’s, these values are
then used to obtain the conditional classification consistency index
as follows:

bo = _ [pe(M)] (A5)

If we were estimating classification consistency using the simulation
approach, pg(h) would be determined by simulating item responses
rather than using the recursive formula. In this case, item responses
would be summed, and the proportion of simulated cases in each
decision category (e.g., hy, and h,,s) given 0 is determined, and
these values correspond to pg(h).

Conditional classification consistency is a simple extension of
joint probability. For a given 0, these are the possible outcomes and
their associated probabilities (Table A2).

Table A2
Possible Decisions for Two Administrations and Their Respective
Probabilities

Administration 2

Administration Mg pos

Administration 1 Mg pe(hneg)z
*

Ppos Po(Ppos)” Po(Preg)

pG(hn('gY;pB(hpos)
Peo (hpos )

The bolded probabilities are those that refer to consistent classi-
fication decisions and are therefore summed to obtain the
probability.

In the case of a binary decision, pg(fue,) = 1 — po(hyes). The
reason that classification consistency ranges from 0.50 to 1 is
because in the scenario with the most uncertainty (i.e., either
decision is equally likely), po(h,eq) = po(fpos) = 0.50. Therefore,
the classification consistency would be 0.50.

For every 6, we have now obtained a conditional classification
consistency value. To obtain the marginal classification consistency,
we would need to integrate over 0 and their associated densities, g(0).

0= j $og(6)d(6) (A6)

For O values that are quadrature points, this is approximated using
quadrature weights using the density function for the normal distribu-
tion. Note that the density could be obtained from the R function
dnorm() or from normal density tables. The density values are then
normalized (i.e., divide each density by the sum of the density values so
the weights add to 1.0) to yield the quadrature weights. For 0 values
from a sample, this is approximated using an average.
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